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Original Research Article
PERMUTATION TEST, NON-PARAMETRIC, AND
CONFIDENCE SET APPROACHES TO MULTIGROUP
ANALY SISFOR COMPARING 2 GROUPS USING PARTIAL
LEAST SQUARE STRUCTURAL EQUATION MODELING (PLS
SEM)

ABSTRACT

Partial Least Square Structural Equation ModeliR§ S-SEM) is becoming more prominentas an
alternative toCovariance Based Structural Equatidodeling (CB-SEM) because the technique

employ is much comfortable. Thereby, this reseqaper intends to presents a gdic{e to carry on the [ Comment [Mel]:

On how to ..

Partial Least Square based on Multi-Group Analy§S-MGA) using categorical variable. In

remove

parametric test, and non-parametric confidencergetval. The three approaches are established as
non-parametric test in which no statistical assummpbf normality is assumed. Thus,this paper is

determining

{ Comment [Me4]:

more appropriate

importance and performance of each exogenous cetstapplied. Once executed three approaches on { c (M)
ommen eo]:

remove

the same data, two approaches namely permutatsbraiel non-parametric test suggest all of these
exogenous constructs applied cannot be moderatadgender group between exogenous and
endogenous constructs. In addition, the capatifitR? is proved and can be extended to determine the

Comment [Me6]:
replace with Me[7]

remove this sentence and

Comment [Me7]:
show how the three
permutation test, nol
parametric confiden

Keywords: Partial Least Square based on Multi-Group Analy§ILS-MGA), permutation test, non- -
parametric test, non-parametric confidence setvatéest, importance and performance. ‘

I ntroduction to CB-SEM

This paper is an atempt to
approaches namely

n-parametric test, and non-

ce set inter is achievec

Recently, most of the researchers and scholaesestt to implement their research using - -{ Comment [Me8]:

Replace with Majority of

Variance Based Structural Equation Modeling (VB-SEMariance based structural equation

. . . . . . . Comment [Me9]:
modeling is perceived to overcome the limitationGafvariance Based Structural Equation Modeling

implementing

Are ineresting in

(CB-SEM) in many aspect and perspective (Afthanori2914). Thus, the prevalence of this particular

Comment [Me10]

method has becomé a preference for many reseaashespecially for social scierce discipline. N -

: Achoice

In particular, the strength of this method can eage the scholar to execute their analys\is
with less complicated and cumbersohe. Henseled &012)] established SmartPlIs 2.0 to carry on the

: Researchers especially in

social science discipline

VB-SEM approach and several articles has been ghddi by many prominent researchers such
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Need for evidence

as(Sarstedt, 2009;Ringle, 2005; Hair et. al, 202Bin&Dibbern, 2010). According to Afthanorhan
Sinkovics (2009)
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Henseler, Ringle &
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remove
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(Lohmoller, 1989). However, PLS-SEM is less popuampare to CB-SEM since there still a lot or
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argument to defend PLS-SEM especially for the assest of fithess (Afthanorhan, 2013).
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being enhanced

{ Comment [Me18]:

Consequently,

is perceived to be the best method for the resasstigquantitative analysis since the method adp]ig\
provide more assessment and obey the statistisammion[ providéd. For instances, CB-SEM does

{ Comment [Me19]:

remove

[not assumedwith that all the items included in alehdhere mean be compute of mean but instead-to { Comment [Me20]:

in order

analyze the research more holistic and compreherizyond of other methods introduced. In some [ Comment [Me21]

i the sentence is not clear
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other, researchers often compute the mean of ifemgach variable to help them analyze their [ Comment [Me23]: reprase

research rather than to dealwith each items intheestatistical assumption given.

: Replace with has

this research

- Comment [A25]:

Replace with the objective of

for the subsequent steps which is structural m@a&hanorhan, 2014). The researchers assess the

{ Comment [A26]:

remove

the fitness of modél capable/to provides a meanltfafding for the structural model. S

{Comment [A27]:

add which

Moreover, CB-SEM is generally been used to minintieecorrelation matrix and at the Same . | reference page

8 : Comment [A28]:

Ringleet et al. (2012) notin

time to stress on the covariance in a model (Haiale 2012). The procedure for this method is @juit \\{Comment [A29]
,,,,,,,,,,,,,,,,,,,,, IS&u

: Remove

manly for evaluation process rather than the ptiegigrocess. In fact, the scholarsare more intedes

AN {Comment [A30]:

fitness

,,,,,,,,,,,,,,, =

the parametric distribution. The parametric is édeed for normal data solely withoutemphasized

\p\n\\\{ Comment [A31]:

not in reference page

non-normal data. In generals, CB-SEM needs at [HaBtsample size to attain a meaningful findihgs;\ {Comment [A32]:

remove

(Lowry &Gaskin, 2014). Otherwise, the result sudgdswould become ambiguities and of course:
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\ {Comment [A33]:
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scholar to investigate their analysis more profound

{ Comment [A34]:

remove
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replace with emphasis

Introduction to PLS-SEM
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Once the scholar established the limitation of BV in some circumstances, PLS-SEM
began to capture an attention among scholar tée sbieir problem. PLS-SEM is used to focus on
variance that has been capture in a model and stieege the indicator loadings (Sarstedt, 2014). In
other words, if the scholar had insufficientfitness provide a better assessment for measurement

: replace with suitable

fitness.

Thus, some of the researchers suggested that th8EBB and PLS-SEM couldplays an

important role to provide a better findilhgs(Ringha al 201&). In some research papers, the CB-SEM {Comment [A38]:

Not in ref.

was always preferred to evaluate the measuremedeln{f€FA method) to evaluate the fithess of

model. In other words, CFA fitness model is thstfstage that should be proceeding earlier to enter
the next level. Afterwards, PLS-SEM can be usethis level to achieve the objective research based
on inquires of scholars. According to Hairet. A012), PLS-SEM and CB-SEM were supposed to be

- {Comment [A39]:

Not a good word

Moreover, PLS-SEM is more comprehensive to be uses the scholars and practitioners
failed to satisfy the statistical assumption of mality. For instances, if the scholars deal wite th
serious case to attain the large sample size ierdam implement the path analysis using structural
equation modeling for their research, PLS-SEM ha&lla great help to solve that problems.

Usually, the large sample size would be considésegharametric distribution (Afthanorhan,
2014) but small sample size can be handled usirg§y$EM (Ringle et.al, 2011). In this instance, PLS-
SEM used the bootstrapping technique based on tbateMCarlo simulation to resampling the
calculation of parameter for each dataset. AccardinRingleet. al (2011), 5,000 samples are needed

* result

{ Comment [A41]:

which is

data set to be normal distribution. Thus, thisestant is adequate to strengthen the capability of

‘[ Comment [A42]:

not in ref
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bootstrapping employ in PLS-SEM.

Hence, t-test isusedfor testing the significanelesf causal effect between explanatory and
dependent variables conformity of terms sample simgested. Previously, t-test is proved to besa be

way to determine the significant level for smalhngde size |(Razali&Wah, 2011). Indeed, t-test can -

{Comment [A43]:

not in ref

negatethe findings if the particular method isimpéating for the large sample size but since the
present of bootstrapping technique in PLS-SEM isegsignificant to convince the efficiency of ttes
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for testing significant level. Thus, the scholatsom implement PLS-SEM rely on t-test to capture the
significant level for each model designed.

The path analysis of PLS-SEM could be extendingetanore importance once this package
offers the Importance-Performance Matrix Analysi®®MA) to identify the importance and
performance for each factor. Consequently, thearebeis more meaningful and better understanding

to ascertain the managementmakes a decision irs iralues of their research. | - {Comment [A44]

: remove replace with how

i it comes to

that has potential to become as reflective or foireaconstructs. In fact, CB-SEM also managed too - {Comment [A46]

: hanging sentence

but the mechanism to be used is quite cumbersordetales time to do so. Thus, most of the

researchers intend to apply PLS-SE\A for distingursh role of reflective and formative constructs - {Comment [A47]:

to

(Afthanorhan, 2014).

Besides, PLS-SEM also introducing to segmentatppr@ach that basically been used among
the marketing and management sector to identifyraber of segment and type of existence for each
segment. In PLS-SEM, Finite Mixture Partial Leasfu&re Structural Equation Modeling (FIMIX-

: notin ref J

perceived more relevant rather than Response B&sgthentation (REBUS-PLS). For the common
knowledge, CB-SEM do not provide the segmentatiasses instead targeted on path analysis solely.

Quantitative research technique, most of the rebeas interest to advance their research

[pertainin@ to distinguish of the categorical valéafe.g.: gender, race, education, salary andstatu _ - ‘[Comment [A49]

: add on how J

their model. This model recognized as modeling matiten but the method used been classify as
multi-group analysis (Afthanorhan, 2014). Multi-gmanalysis encouraged the scholar to probe their
research more profound and extensive so as to mpapands their research in a higher level. In

addition, the findings would become more intergstand inclusiveness to determine Whethéj ,of/{COmment [A50]:

categorical variable (moderator variable) has @mi@! to influence the causal effect. In this ¢cdke
authors employ the gender (male and female) to ratel¢he causal effect.

Truly, there are five approaches established taddethe probability level to Partial Least
Square Structural Equation Modeling Multi-Group MAsés (PLS-MGA) such as permutation test

i not inref

————————————————————————————————————————— { Comment [A52]:

Kock, 2011

Afthanorhan, 2014), and Henseler test (Sarstedt&kien, 2011). However, the aim of this research .

‘[Comment [A53]:

Kock, 2011

MGA. ~ | Comment [A54]:

On how to

 JC JC

THEORETICAL FRAMEWORK

Theoretical framework is the most important ththgt should be focused once we want to
determine the objective research. As aforementiptied four exogenous construct are pointing

literature review, in particular, the study is a@inatdetermirle the youth perception towards

construct

outwards to one endogenobs conskruct. Repeatelllpf dhese construct established by previoys/{mmment [A55]: Need for justification for the }

volunteerism program. The Figure 1 shows the th@addramework as follows: - {Comment [A56]

: determining ]
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138 Figure 1: Theoretical Framework

139 Parametric Test for Equal and Unequal Variances

140 Parametric test is basically for the normal datd #e findingswill become imprecise if th

141  scholar apply the contradict assumpg (Afthanorhan, 2014). This aforementioned approads _ - { Comment [A57]: not a clear sentence

142 initially by [Keil (2000) ancthen has beeextended by Chin (20030 ensure the accurate analysis
143 probability level. In PLSSEM, the normality test is not provided since thpleed method is useful fc \?;
144  various data. In other words, the parametric am-parametric test iallowed to be conducted in ord
145  to achieve the required objective rese (Afthanorhan, 2014). However, th@plementation of PL- Comment [A60]: Chin , Marcolin and Newst
146 SEM doesot assume all the data constituted are nor (2003)

)
- { Comment [A58]: Keil et al.(2000) ]
\\ ‘[Comment [A59]: remove }

147 Thus, the bootstrapping technique is assists relseer gainhe normal dateThe authors had

148 publishedthe guide for parametric test that comprised ofaégund unequal varianc The equal

149  variance assumption is important in determiningohtappropriate statistical test to be use. Thues

150  box-plot test had progied in some packages such as SPSS, MINITAB, andwsviio help th

151 researchers to identify the types of variances.ofdiag to Afthanorhan (2014)if the data are nc¢-

152 normal, the modified Levene test can be a greapfhlefor many no-rnormal situationsSome

153 researchers recommend against using a prelimiestyon variance in which do not have a stroi

154  supported to stand the findin¢Thus, if the scholars decide to against theserpiediryltest, the ratio - { Comment [A61]: Grammatical issue J
155  of the sample sizes (larger sample sizer the smaller sample size) is equal to or grethtam 1.5 is
156 considered as unequalriance -test (Ott et.al, pg.144, 1988).

157 Afthanorhan (2014) stated that several steps tdegthie scolars undertake their reseaifor
158  the equal unequal variances:

159 1. Build of latent construct according to the theaatiramework

160 2. Assign the data according to gender group (Mal&eale=2

161 3. Permute the structural model based on specifiedpy

162 4. Execute PLS algorithm for each specified gro

163 5. The tstatistics for eac groups will be carry on to the next steps

164 6. Calculate the probability level based on the K20(0) and Chi et al (2003) formulae
165 for equal and unequal varianc-test.

166 7. P-alue less than 0.50 considered significpaths(Reject null hypothesis

167 8. The pievel for bothtestsshould be same even carry the different of betéficant.

168 The main| aimedhis research paper to address on the permutatiomar-parametric test. _ - {Comment [A62]: of ]
169 Thus, the guide of this testll be demonstrated with the illustration fafrmula and figure:

170
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Permutation Approach

In this case, the paper address on the permutappnoach. Permutation test is known as
randomization test that does not rely on statist@ssumption to attain the normal data. A
randomization test is conducted by enumerating@sdkible permutations of the groups while leaving
the data values in the original order. In this cake groups will be test is gender groups (maf an
female). The difference is calculated for each peation that provided in each specified groups and
the number of permutation that result in a difféngith a magnitude greater than or equal to thaalct
difference is counted. The proportion should bented based the number of permutations tried gives
the significant level of the test.

According to Edgington (1987), at least 1,000 pesation selected should be counted.
Besides, Ringleet. al. (2011) suggest to permute5®00 permutation since the bootstrapping
technique will be calculate in the slower ratetHis case, the author also uses the same scalegER
to provide all the possible permutation. The steppermutation are almost the same as previous
approach since only different in obtaining of proitisy level. List of steps are stated as below:

1. Build of latent construct according to the theaaltiramework.

2. Assign the data according to gender group (Mal&eipale=2)

3. Permute the structural model based on specifiedpgro

4. Execute PLS algorithm for each specified groups.

5. The output of path coefficient for each specifiedups will be appear in default report.

6. Extract the value of path coefficient (Original Mgdor each path in structural model of
specified groups (Male and Female).

7. Calculate the difference of each specified gro@ps: ftmaie Tremard)

8. Calculate the probability value (p-level) basedtds formula below:

(No.ofT—test of specified groups>T—test of model)+1

P-level=
(Total of T—test of specified groups+1)

Non-Parametric Approach
However, the methodology used is inappropriateesithe applied method (PLS-SEM) is a
non-parametric approach. Thus, the practice ofrpamdac approach to multi-group analysis is quite
unfair to determine the significant of causal effetyen comparing two groups in structural model.
Consequently, the authors provide non-parametgcageh based on Ringle et al. (2012) proposed.

There are several steps provided to guide thelachattain their analysis regarding on the
non-parametric approach to multi-group analysis:

1. The database is split in two according to the matiley variable. In this case, the authors
choose gender variable to assign for each dat¢baseMale and Female)

2. Run the PLS path modeling algorithm separatelyefarh group (male and female)

3. The two implied parameters B1 and B2 are estimatethose samples. In this case, the
authors had 159 cases for male and 293 for fenfafee to execute the bootstrapping
technique to attain the probability level for eacbnstructs in structural model, 5,000
sampling would be a great used.

4. Using bootstrapping, J estimation of the above roaatl parameters in each sample.

5. Thus, the significance of the test alpha, the podiba would be wrong if we reject the null
hypothesis that the population parameter B2 in gr@dyFemale) is higher to the population

parameter B1 in group one (Male) one can be catedilas follows|(Joaquin Manzano, 2012); _ - {Comment [A63]: not in ref.
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x(B1-B2 0B1+B2+B2—-B1)

o =Pr (B1> B2| bl<b2) = B 72

Where:
X=1 x>0
X=0 x<0
B1 = Parameter of Group 1
B2 = Parameter of Group 2
J = Bootstrapping estimation

Basically, this approach is almost the same as Méinitney test which is known one of the non-
parametric tests. In other words, the probabilitgttthe estimated parameter in group 2 is higheam th
the estimation of group 1, is & Henseler (2009) had provide a spreadsheet ofdglét excel to
make the operational the procedure according tpdgeer. Thus, this research paper presents a gtep b
step approach to non-parametric using this shde¢. Tame of sheet is PLS-Hubona that can be

attaining in Googlé. | _- {Comment [A641: Not clear

Non-Parametric Confidence Set Approach

Sarstedtet. al. (2011) proposed the confidencam@bach in which was initiative by Keil et. _ - {comment [A65]: remove

al (2000) to prevent the deficiencies of methodplogfthanorhan (2014) stated that the method
develop by Keilet. al (2000) is useful for normalitata, thus, the independent t-test was condubited.
accordance with this test, the researchers can@antpe group specific bootstrap confidence inferva
regardless of whether the data are normally disteidb or not (Sarstedt et.al, 2011). The procedues i
follows below:

1. The database is split in two according to the maiitey variable. In this case, the authors
choose gender variable to assign for each datdbaseMale and Female)

2. Run the PLS path modeling algorithm separatelyefarh group (male and female)

3. The two implied parameters B1 and B2 are estimatétiose samples. In this case, the
authors had 159 cases for male and 293 for fenhee to execute the bootstrapping
technique to attain the probability level for eamdnstructs in structural model, 5,000
sampling would be a great used.

4. Construct the bias —corrected in which 95% is rposterred.

5. If the parameter estimates for a path relationdfgpween exogenous and endogenous
construct of group 1 falls within the correspondoanfidence interval of group 2, it can
be assumed that there are no significant differerimetween the group specific path
coefficients. In other words, if the parameter restie falls outside of the confidence
interval produced, then, it can be assumed thaetaee significant differences between
the specific groups.

Davison, Hinkley& Young (1997) use this particulapproach to carry on their research. - {Comment [A661: not in ref

————————————————————————————————————————————— { Comment [A67]: not in ref

size. In order to sustain the capability of PLS-SEitarry on the large data, the double bootstsap i
proposed by Henseleret. al (2009). The double bamtsneans comprised of resampling technique
outperforms of 5,000 samples. Hair et.al (2011pssts to use at least 5,000 bootstrap samples would
require drawing more than 25 x®lfootstrap samples.

FINDINGS

In this subtopic, the autHoris fto addresses tha tatriation of each construct once executed - {Comment [A68]: remove

separately. In this case, the authors have foue tgp exogenous construct namely Benefit,
Government, Challenge, and Barrier and one endagenonstruct namely Motivation. These entire

exogenous construct had been tested on Motivagismectively. This approach can helps us to identify

which one of the factors would contribute the mastation. { Comment [A691: the be

////{Comment [A70]: remove
In other words, the higher of the square multipl\eorrelation@quujq”bg/// {Comment[A71]-the

considédrbetterperformance. In addition, the impuréaof each constructs can be indicating based on
e D {Comment [A72]: the

o JC
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the causal effect produced between exogenous atmhenous constructs. All of these construct had
been executed with the same skills to provide #seilts. Table 1 presents four types of figures Wwhic
represents each constructs.

Based on the result presented, Benefit construadastified as the most importance and
performancefactor since the causal effect and squaultiple correlationsobtained are the highest
[respectively. Of addressing the significance tegalation, the interpretation should be stressethen _ - ‘{Comment [A73]: could you justify the sources of}
your data?

same thing towards other factors. In this instar@eallenge factor is expected to be the poorest
performance and less importance. Thus, this resemay be able to be extending to promote the
capability of Benefit factor for the future resdarc

In particular, square multiple correlations is impat to help the managetial make jhe/{comment [A74]: management ]
decision to ensure whether each chosen factompigppate to further the studies. To date| dilhefse { Comment [A75]: remove J
factors should be retained since this researchahgdod reason to support all of this research even
some construct provide less contribution.

However, the item that should be retained on eacistcuct should be conformachieve of the
statistical assumption which is basically higheartt0.60 of outer loadings. Moreover, the reliapilit
and validity for each construct should be performmedorder to prevent inaccurate findings. The
accurate finding would perform the meaningful reskahat has potential to contribute in all areas
including of social science, marketing, businesanagement and other disciplines.

Square Multiple Correlation (R?)

Benefit
0.000 0. 766 0.587
Benefit Motivation
Gover nment
0.000 0.460 0.212
GOovermn... Motivation
Challenge
0.000 0.241 0.058
Challenge Motivation
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lFU” Model O”gm?(lj)sample MSSa?FEII\(/Ia) Sta?gTarEcéaEr)ror P-Val Ud = -~ {Comment [A80]: missing data
Barrier
0.000 0.314 _ 0.0%9
Barrier Motivation

- ‘[Comment [A76]: is this Table or Figure?

Then, this research assemble the entire exogermmsruct exert on endogenous construct
which is namely structural model. In this approattte authors ensure the assessment of structural
model is achieved. For instances, all of the factarhieved the requirement of g predictive releganc
(Q) which is higher than 0. Ringle (2005) indicateat the upper 0 means the factors employ in this
research area are relevant to researched. Tables2r the original sample, sample mean, standard
error and T-statistics for each path once exeditedootstrapping technique in SmartPlIs 2.0.

The findings suggest that three out of four cartnamely Barrier, Benefit and Government
have significant impact on Motivation. Instead,yoahe path between Challenge factor and Motivation

lis expected does not has significant impact. Ini@aar, Benefit factor is perceived the most of t- -

statistics which means that Benefit is the mostridmmted conformity of square multiple correlation

‘[Comment [A77]: remove

test previously. Afterwards, this research papdl @ extending to practice Non-parametric, Non-

parametric confidence set interval and Permutaproaches to Multi-group analysis in PLS-SEM.

[Table 2: Full Model|

Full Model Original Sample Sample Standard Error T Statistics
(0) Mean (M) (STERR) (IO/STERR])
Barrier -> Motivation 0.08206! 0.08323 0.03151. 2.60412*
Benefit -> Motivation 0.683311 0.681209 0.037681 18.133986**
Crlfaga-> 0.017979 0.022381 0.031034 0.579353
M otivation
CIOVETHERL = 0.127794 0.129892 0.035932 3.556564%*
M otivation

- {Comment [A78]: should be title

[Table 2: Full Model

L - = ‘[Comment [A79]: remove

Firstly, the author carries on permutation to mgtoup analysis followed by other approaches. All
findings related on this approaches are present&dble 3:
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Barrier -> Motivation 0.082066 0.083236 0.031514 2.604121%+
Benefit -> Motivation 0.683311 0.681209 0.037681 18.133986**4
Clizllzige = 0.017979 0.022381 0.031034 0.579353
M otivation
CUE ) = 0.127794 0.129892 0.035932 3.556564%
M otivation
Male Original Sample Sample Standard Error T Statistics
(0) Mean (M) (STERR) (IO/STERRY)
Barrier -> Motivation 0.078119 0.0813 0.052801 1.479489
Benefit -> Motivation 0.688298 0.6868 0.064688 10.640206%**
Clizllzig e 0.012209 0.0274 0.054873 0.222503
M otivation
CUE Iz == 0.124517 0.1250 0.061750 2.016464%
M otivation
Female Original Sample Sample Standard Error T Statistics
() Mean (M) (STERR) (IO/STERRY)
Barrier -> Motivation 0.0776 0.0785 0.0398 1.9520**
Benefit -> Motivation 0.6922 0.6890 0.0468 14.7998%+
Crelfaiga-> 0.0134 0.0214 0.0381 0.3518
M otivation
CIOVETHEL - 0.1197 0.1237 0.0447 2.6780%*
M otivation
Per mutation Test Male Female |Difference| V SEURIES
(P-value)
Barrier -> Motivation 0.078119 0.0776 0.000519 0.5556
Benefit -> Motivation 0.688298 0.6922 0.0039 0.3333
Crlfaga-> 0.012209 0.0134 0.00119 0.5556
M otivation
CIOVETHERL = 0.124517 0.1197 0.004817 0.5556
M otivation
Non-Parametric Male Female Error Probability P-Value
BRI 0.078119 0.0776 0.518000 0.4820
M otivation
EEE 0.688298 0.6922 0.464300 0.5357
M otivation
Gl 0.012209 0.0134 0.552800 0.4472
M otivation
SO IEL = 0.124517 0.1197 0.127794 0.872206
M otivation
Non-Parametric .
. Lower and Upper Confidence
CeeENEEE) ke REELE (95% bias corrected) Interval
Interval
Barrier -> 0.078119 0.0776 [0.073943,0.083057] Falls in Rang




M otivation (N.S)
Benefit -> Falls in Range
M otivation 0.688298 0.6922 [0.683641,0.694358] (N.S)
Challenge -> ] . R
Motivation 0.012209 0.0134 [0.017037,0.025763] Not in Rangg) (B
Government -> Falls in Range
q
Motivation 0.124517 0.1197 [0.118582,0.128819] (N.S)
308 Table3: Findingsof Non-ParametricTest | _- {Comment [A81]: up ]
309 *. P-level< 0.10; **: P-level< 0.05; ***: P-level< 0.01; N.S: Not Significant; Sig: Significant
310
311 Table 3 is not only presenting the finding of petation, non-parametric, and non-parametric - {Comment [A82]: result ]

312 confidence set interval approaches but the resukdch groups including for male and female ark la
313 out. By inspecting through for each approach iniclgdhe full model, almost approaches suggest the
314  similar findings unless non-parametric confidenet approaches. The first part, the authors separate
315  the full model to be group 1 (Male) and group 2niaé&e) and execute using PLS algorithm. PLS
316 algorithm is developed Hy Kittanehet. al (2005) #mel true name is kernel PLS algorithm. But, now - { Comment [A83]: Kettaneh, Berglund and Wol}j

317  this approach has been expand to be known as WadeeKPLS algorithm by Kittanehet. al (2005). (2005)

318 ) ) o ‘[Comment [A84]: (Kettanel et al., 2005 }
319 For male group, there are two independent factensely Benefit and Government have

320 significant impact on Motivation due to the valgeabsolute greater than 1.96. Previously, the &arri

321  factor is a significant impact on Motivation befoseparately. Thus, it can be proved 7tbgt7t/he/{c°mment [A85]: suggested }

322 significant impact is influenced by characteristifseach group. In other words, Male groups do not
323 have any obstacleto affect the Motivation factoowdver, this particular group agrees to indicatg th
324  the Benefit and Government can affect their Motowatto prone volunteerism program. In addition,
325 they decide the Challenge factor is do not effectMotivation. Thus, the related parties should be
326  address that Male group do not have any problerbet@ctive in volunteerism program and they
327 certified this program is good for their country.

328

329 For female groups, they have a different viewxpl&n the significant of volunteerism. They
330 agree that Benefit, Barrier and Government cancaffesir Motivation to participate in volunteerism
331 program. But, they also have a same view with tlaeMjroup to suggest that Challenge factor do not
332 affect the Motivation. Thus, the related partiesudti provide an affirmative action to identify whet

333  this factor may one of the main problems to prewéem active in volunteerism program. Besides,
334 Female groups indicate the Barrier factor is onehef factors hinder them to prone in particular
335 program. This is because some of their parenttigine permission to let their daughter to invobfe
336 suggested program.

337

338 For permutation test which is one of the freeritigtion in which do not relies on statistical
339 assumption executed. As aforementioned, permutatsh is appropriate to conduct multi-group
340  analysis to identify whether the gender groupsiienced on Motivation. The findings suggests that
341  all of these factors agree the causal effect betvesegenous and endogenous constructs do not affect
342 by gender groups. Based on the Table 3, the augitesent characteristics of table for permutatest t
343 that should be addressed. In this case, origimapka(path analysis) for male and female are ptesen
344  followed by different and probability value. Diffamt values are attained based on the different
345 between mean of male and female respectively. d$tecblumn present of probability level that can be
346 calculated based on the previously formula giveris Thethod needsbilateral steps to consider for the
347 whole perspective in order to prevent unfair asgionpThe different between male and female can be
348 presented as below:

349
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0.8
0.7 2 R

Benefit -> Benefit -> Motivation, 0.6922
0.6 Motivation, 0.688298
0.5
0.4

Barrier -> Government ->
0.3 Motivat?l;rr:ero-om 11d Motivation, 0.124517
Challenge ->

0.2 Motivation, 0.012209 Government ->

Barrier -> Motivation, 0.077 Motivation, 0.1197
0.1 Challenge ->

- - Motivation, 0.0134
0 —

Barrier -> Motivation Benefit -> Motivation Challenge Motivation Government -> Motivation
H Male ®Female
Figure 2: Difference between Male and Female

For non-parametric test to multi-group analysi® authors also present the original sample
mean of male and female same as permutation testeter, the third column is error probability that
will be calculated by the PLS-Hubona sheet. Thedatumn is probability level is counted based on
the formula: 1-Error Probability. In order to illimate the step of non-parametric test, the authows
the step as below:
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Figure3: Male

1. Split data into two groups (Male and Female) andcate respectively. In this case, the
authors start on male groups and the result wgyeaapd in default report.

2. Then, execute Bootstrap technique to obtain thedsta error and T-statistics for male group.

3. The result was presented for each path and sarplhe first column is present Barrier
—>Motivation. Thus, the scholars should copy the fi@umn and paste in the column of 100
bootstrap values of group 1.
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367 Figure 4: Female (Bootstrap)
368 1. The process for female group is similar as malegro
369 2. Since the authors copy Barrg@Motivation from Male data, thus, the same factarsti be
370 addressed and paste in 100 bootstrap values ob @.ou
371 3. Parameter of group 1 represent for original meaMale group as well as for Female group
372 for parameter group 2.
373 4. Figure 5 present an example of PLS-Hubona to ereth# non-parametric multi-group
374 analysis as follows:
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375
376 Figure 5: Non-Parametric Test
377 For Non-parametric confidence set interval testy mne out of four independent factor is

378 indicate has a significant impact on Motivation ahis Challenge factor. By inspecting through for



379 each approaches applied, non-parametric confideetednterval test is the only one suggests the
380 difference result. Thus, it can be perceived thatdifferent approaches will effect of our finditg
381  carry on the research more profound. However,apjgoach is agreed to indicate that the other facto
382  are do not significant impact in line of previoypeoaches.

383 Example of Barrier-> Motivation in Group 2 (Female):

384  Average Mean: 0.0785
385 Standard Error: 0.0398
386 Sample Size for female group: 293

387 95% confidence level = 1.96 (Refer z-test table)
0398

388 Confidence Interval(?"/z—93 =0.002325;

389 =0.002325 x 1.96 (95% confidence level)
390 Margin =0.004547

391 Upper Interval: 0.0785 + 0.004547 = 0.083057

392 Lower Interval: 0.0785 — 0.004547 = 0.073943

393 = The process of other exogenous constructs is siaslabove.

394

395 CONCLUSION

396 This research paper carries on the multi-grouplyaisausing three proposed approaches

397 namely permutation test, non-parametric test, amdparametric confidence set interval. To date, the
398 authors use the same data by the distinct appreachdetermine whether these approaches would

399 provide the same or different findings. All of teespproaches ake kndwn non-parametric, means Lhat,{COmment [A86]: as

400 they do not relies any statistical assumption arekly for researchers to further their studies.
401 Moreover, the authors interest is to present tastthelar on how to implement these approachesato th
402 the readers know very well which approach is easynplement based on their knowledge.Based on
403  our experience and observation, non-parametricidenée set approach is the easiest way to provide
404  the probability level rather than the other apphaesc However, if the other researcher interesppya
405 non-parametric test, the scholars are advisedtainahe spreadsheet to ascertain them carryon thei
406 research. Moreover, the permutation test also egpelformed but the scholars should be carefuksinc
407 the bilateral mechanism is applied.

408 Previously, the authors had demonstrated the fedeof multi-group analysis using z-test.
409 However, z-test have limited since the normalityuesption should be meet. If not, the result obtine
410 is meaningless since the fail to achieve the requént of z-test.

411 The authors performed three approaches to carth@multi-group analysis on the basis of
412  formula and step by step provided. Based on theirfgs presented, two approaches namely
413 permutation test and non-parametric test suggessithilar result, in particular, gender groups @b n
414 influences the causal effect between four indepehdariable on Motivation (endogenous construct).
415 Nevertheless, non-parametric confidence set inteexgeal that the Challenge factor is the only one
416  factor has significant influenced by gender grompMotivation, in a while, other factors provide the
417 same result.

418 RECOMMENDATION

419 This [subtopicis to improve the limitation tHat Hamsen| faced by authors to accomplish the - ‘[Comment [A87]: research

420 research work. The first things is about the sarsfe used should be enlarged for the future reb@é( ~ ‘[Comment [A88]: remove

421 in order to ensure the findings more accurate aedmmgful. This is because the sample size can be\a{c TR
ommen : oftenly face

422 main problem that causes the approach presentrafiffaesult. The second things are about the
423 moderator variable applied. In this case, the austress on gender group to be a moderator variable
424 based on the literature review has a potential tmlerates the influence between exogenous and
425 endogenous construct. However, almost approachggest that this gender group do not have
426 potential to influence the capability of Motivatioffhus, it might be a good reason for authors to
427 propose other categorical or continuous factoufpsrt our theoretical in the next research.

428 The third part, the authors suggest this appraasheuld be employ in SmartPLS 2.0 since
429 the practice of multi-group analysis has becomeanmesearch for academicians to extend their
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research. The fourth part, PLS-SEM is more intergsbnce the developers also provide the
approaches for more than two groups in multi-graoplysis. The last part is about the assessment for
measurement and structural model should be perthrifieis is because some researcher interest to
justify their work based on assessment in ordgustfy their work to readers.

REFERENCES

Afthanorhan, W. M. A. B. W. (2014). Hierarchical @ponent Using Reflective-Formative
Measurement Model In Partial Least Square Structegaation Modeling (PLS-SEM)nternational
Journal of Mathematics and Statistics Invention, 2 (2), 55-71.

Afthanorhan, W. M. A. B. W., Ahmad, S., & Mamat,(2014). Pooled Confirmatory Factor Analysis
(PCFA) Using Structural Equation Modeling on Voleatism Program: A Step by Step
Approach.nternational Journal of Asian Social Science, 4(5), 642-653.

Ahmad, S., & Afthanorhan, W. M. A. B. W. (2014). g lmportance-Performance Matrix Analysis in
Partial Least Square Structural Equation ModeliRgS-SEM) With Smartpls 2.0 M3aternational
Journal of Mathematics Research, 3(1), 1-14.

Equation Modeling of Multigroup Analysis (PLS-MGA)International Journal of Economic,
Commerce, and Management. 2(10). 1-15.

Afthanorhan, W. M. A. W. (2014). Improving Energypiservation using Six Sigma Methodology at
Faculty of Computer and Mathematical Sciences (FgKiMiversiti teknologi mara (UiTM), SHAH
ALAM. Asian Journal of Economic Modeling, 2 (2), 52-68.

Afthanorhan, A., Ahmad, S., & Safee, S. (2014jvances in Natural and Applied Sciences,8(8). 108-
115.

Henseler, J., Ringle, C. M., & Sarstedt, M. (20123. Using partial least squares path modeling in
advertising research: basic concepts and receniesddandbook of research on international
advertising, 252.

Sarstedt, M., Schwaiger, M., & Ringle, C. M. (20090 we fully understand the critical success
factors of customer satisfaction with industrialoge?-extending Festge and Schwaiger's model to
account for unobserved heterogeneityurnal of Business Market Management, 3(3), 185-206.

Ringle, C. M., Wende, S., & Will, A. (2005). Smakt® 2.0 (beta).

Hair, Joseph F., William C. Black, Barry J. Babémd Rolph E. Anderson (2010), Multivariate Data
Analysis, Englewood Cliffs, NJ: Prentice Hall.

Chin, W. W., & Dibbern, J. (2010). An introductiom a permutation based procedure for multi-group
PLS analysis: Results of tests of differences onukited data and a cross cultural analysis of the
sourcing of information system services betweemteary and the USA. IRlandbook of partial least
squares (pp. 171-193). Springer Berlin Heidelberg.

Wold, H. (1982). Soft modelling: the basic designdasome extensior8ystems under indirect
observation, Part |1, 36-37.

Lohmadller, J. B. (1989)Latent variable path modeling with partial least squares(p. 130). Heidelberg:
Physica-Verlag.

Hair, J. F., Ringle, C. M., & Sarstedt, M. (201PL.S-SEM: Indeed a silver bullekhe Journal of
Marketing Theory and Practice, 19(2), 139-152.

|

Wold

|




474
475

476
477
478

479
480
481

482
483
484

485
486

487
488

489
490

491
492
493

494
495
496

497
498

499
500
501

502
503

504
505
506

507

508
509
510
511

512
513
514

515
516

517
518

Henseler, J., Ringle, C. M., & Sinkovics, R. R.@2Q The use of partial least squares path modeiing
international marketingddvancesin international marketing, 20, 277-319.

Hair, J. F., Sarstedt, M., Ringle, C. M., & MenaAJ (2012). An assessment of the use of partasdtle
squares structural equation modeling in marketiesparchJournal of the Academy of Marketing
Science, 40(3), 414-433.

Hair, J. F., Sarstedt, M., Ringle, C. M., & MenaAJ (2012). An assessment of the use of partasdtle
squares structural equation modeling in marketiesearchJournal of the Academy of Marketing
Science, 40(3), 414-433.

Lowry, P. B., & Gaskin, J. A. M. E. S. (2014). RalrtLeast Squares (PLS) Structural Equation
Modeling (SEM) for Building and Testing Behavio@husal Theory: When to Choose It and How to
Use It.Professional Communication, |EEE Transactions on, 57(2), 123-146.

Sarstedt, M., Ringle, C. M., Henseler, J., & HdirF. (2014). On the emancipation of PLS-SEM: A
commentary on Rigdon (2012)ong Range Planning, 47(3), 154-160.

Byrne, B. M. (2013)Structural equation modeling with AMOS: Basic concepts, applications, and
programming. Routledge.

Razali, N. M., & Wah, Y. B. (2011). Power comparisoof shapiro-wilk, kolmogorov-smirnov,
lilliefors and anderson-darling tesfisurnal of Statistical Modeling and Analytics, 2(1), 21-33.

Chin, W. W., Marcolin, B. L., & Newsted, P. R. (Z)0A partial least squares latent variable modgelin
approach for measuring interaction effects: Resfitisn a Monte Carlo simulation study and an
electronic-mail emotion/adoption studyformation systems research, 14(2), 189-217.

Henseler, J. (2012). PLS-MGA: A non-parametric apph to partial least squares-based multi-group
analysis. InChallenges at the interface of data analysis, computer science, and optimization (pp. 495-
501). Springer Berlin Heidelberg.

Kock, N. (2011). Using WarpPLS in e-collaboratidmdies: Mediating effects, control and second
order variables, and algorithm choicbgernational Journal of e-Collaboration (1JeC), 7(3), 1-13.

Sarstedt, M., Henseler, J., & Ringle, C. M. (20IM)ltigroup analysis in partial least squares (PLS)
path modeling: Alternative methods and empiricautesAdvances in International Marketing, 22,
195-218.

Keil, M., Tan, B. C., Wei, K. K., Saarinen, T., Thainen, V., & Wassenaar, A. (2000). A cross-
cultural study on escalation of commitment behaini@oftware projectdMis Quarterly, 299-325.

Ott, W., Thomas, J., Mage, D., & Wallace, L. (1988alidation of the simulation of human activity
and pollutant exposure (SHAPE) model using paigsdrom the Denver, CO, carbon monoxide field
study.Atmospheric Environment (1967), 22(10), 2101-2113.

Edgington, E.S. 1987. Randomization tests. Maraiker,New York, NY.

Dominguez-Manzano, J., Olmo-Ruiz, C., Bautista-pl J., Arroyo-Lopez, F. N., Garrido-
Fernandez, A., & Jiménez-Diaz, R. (2012). Biofilorrhation on abiotic and biotic surfaces during
Spanish style green table olive fermentatiaternational journal of food microbiology, 157(2), 230-
238.

Sarstedt, M., Becker, J. M., Ringle, C. M., & Schyes, M. (2011). Uncovering and treating
unobserved heterogeneity with FIMIX-PLS: Which mbseelection criterion provides an appropriate
number of segments3chmal enbach Business Review, 63, 34-62.

Davison, A. C., Hinkley, D. V., & Young, G. A. (28D Recent developments in bootstrap
methodologySatistical Science, 141-157.

Efron, B. (1981). Nonparametric estimates of stamdaror: the jackknife, the bootstrap and other
methodsBiometrika, 68(3), 589-599.



519
520

521

522
523

Kettaneh, N., Berglund, A., & Wold, S. (2005). P@Ad PLS with very large data seBamputational
Satistics & Data Analysis, 48(1), 69-85.



