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ABSTRACT

In design of experiment, researchers have formulated various methods for obtaining
D-optimal design.The aim of this study therefore is to obtain an N-point exact D-
optimal design for a feasibleregion defined on a polynomial model. The weighted
variance approach and a continuous search technique were used to obtain a D-
optimum measure. The illustrative example buttresses the effectiveness of the
method. The minimum variance was obtained in the first iteration and needs no
further improvement.
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1. INTRODUCTION

In any experimental work it is important to choose the best design in a class of existing
designs. However, the choice is solely dependent on the interest of the experimenter and the
adequacy of an experimental design can be determined from the information matrix [1]. The
most commonly used criteria for choosing experimental design is the D-optimality criteria. D-
optimal designs are basically generated by iterative search algorithms, and they seek to
minimize the variance and co-variances of the parameter estimates for a specified model [2].
Depending on a selected criterion and a given number of design runs, a D-optimal design is
a computer aided design which contains the best subset of all possible experiments [3].
Combinatorial algorithm can be used to select an optimum D-optimal design within a design
region by grouping the support points in the design regions as a measure of their distance
from the centre of the design [4]. In approaching a D-optimum design measure sequential
addition of points to a given initial design gives an efficient result [5]. This explains that a

design is D-optimum if the determinant of the information matrix is maximized. Thus, rather
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than a sequential search from an initial design, the search technique reported in this
research simply uses a non-sequential approach to obtain an N-point trial D-optimal design
from the N-support points and subject the design measure to the weighted variance

approach to obtain a D-optimum design.

2. METHODOLOGY

21 Weighted Variance Approach

2.1) Let f(x) be an n-variate, p-parameter polynomial of degree m, given by

’
S(x)=x a+te;
’ ~
ais a p-component vector of known coefficients, x € X (feasible region) and spans a p-

dimensional space.

2.2) Define the n-component gradient vector,
g, (%)
g={of(x)/ox;}=|: ;8 (x)=gx+u;
g,(x)

where g;(x)is an (m —1) degree polynomial, i = (1,7)
q is r-component vector of known coefficients.

Then compute the gradient vectors, {g }i:(l,n)

2.3) From )N( define the design measure,
X M
0 : . .
é:N = X = (xil"""xir)ﬂ

Xy N

where the N points are spread evenly in X.
2.4) From (2.2) and (2.3) obtain the design matrix

‘x]] ..“x]

X0 °H

XN[ .

.er XN

=

and compute, the arithmetic mean vector X = (X,,X,,"**, X, ); X, = inj /N
j=1
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M (&) andthe variances {V,. }i:(w); V.= M (§N )x,, M(&y)=X"(Ey)X(EY)

2.5) Define the direction vector,

g:ﬁjagi;@ e(O,l),i@i =1
i=1 i=1

N
and its variance V' (d) = Z 0.’V

i=1

2.6)  Solve for {¢9i }l_ from the partial derivatives

=(1,N-1)

N-1
ov(d )86, =0,0, =1-% 6,

i
i=1

i=1

N
and normalize to 6, = (Z

2.7) Define the vector
N !
d =) 6, g andthennormalized to d ;d d =1
=1
2.8) Set the starting point,
Z* ; which corresponds to the mean arithmetic vector

2.9) Compute the step-length,

p =mind(a (F+pd"))/dp
P

then equate to zero and solve for p*

2.10) move toy_c* =f + p*d* , and at the jth step, to

*

+p..,d

X; =X j-14

=Jj J-1

and compute, f(x )

211 s /@)= S, )] <67

Yes: Setx | = f , the maximize and stop,

(©)
Sy

No: Define, &,,,” =| -+ |and return to (2.3)

1%
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2.2

A Continuous Search Technique for an N-Point D-Optimal Exact

Design

The continuous search techniquerelies on the search technique developed [6] as follows:

The space of possible trials is defined by

X = {xi;al. <x, <bhVi= 1,2,....,n}

and the sequence of steps required to obtain the design are as follows:

a)

b)

c)

Initial Design: Assuming f(.) to be a p-parameter m-degree polynomial surface,

using a non-sequential method, obtain a non-singular p-point design

Such that all the support points in fp(o) fall within the feasible region X.

Regression Model of Variance Function

Define a p-parameter polynomial regression function of degree 2m,

Y(X) =bgy + D b, + D b, XX At Db
i=1 i=m
where y(x)= d(x,,&,)=x ;M (&)x 5x, € X1 j=12,.,N,N2g=>p

b= (bysbrgrerrereesDgrorriiisB

The ﬁsupport points are normally inclusive of the initial p-points and are well-

spread out as to be representative of)? .
Trial D-optimal Exact Design

The design &, ° is achieved if

xij2 is maximum Vj =12,.....p

M'b

i=j

b. Hz x;

i=1

, etc . . . are respectively minimized Vj, j < j

b

nyxy
i=1

Thus an N-point design from the N support points and designated as
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d) Estimation of Regression Function

By the method of least squares applied to the data in step (b) above, compute the
estimates b and =X b.
e) Global Maximum of )_7

Obtain the global maximum )_c* of ﬁusing the weighted variance approach and

compute
!
d(x’,60")=x M7 (£)x and

d(x,, &) =x, M (EP)x,, =min{x M (EP)x ) x e &y
f) A Check for Optimality
s d(x &) 2d(x,,E)?

No: Stop &\ is D-optimal

£

Yes: setf =X,,w =w,_in f,(\;)) and return to step (e) above.

3. RESULTS AND DISCUSSION

31 lllustrative Example

Obtain a 4-point D-optimal exact design for the response function
f(x,x,))=b, +bx, +b,x, +¢
Subject to X = {(x,,x,)=(-11),(-L-1),(1,-1),(0,0),(L1),(2,2)}

3.2 Solution

a. Initial Design:

1 -1 1 1 -1
Let§30 =|—-1 -1/, and the design matrix isthus X ={1 -1 -1
0 0 1 0 O

b. Regression Model of the Variance Function

The regression function for the variance functions is a quadratic, since m=1



128 V(x) = by +byyx, +byyx, +b,x,x, +b“x12 +b22x22 +&

129 and in addition to the three points in (a) above, y( x)is evaluated at arbitrarily
130 chosen points{(-1,1),(1,3/2),(2,2),(3/2,1),(-1,0),(1,0),(1,1)}, such that the
131 support points chosen are generously spread over X .
132 ¢. Trial D-optimal Exact Design
133 Based on the criteria (3¢) above, a good trial design is
2 2
134 EY = -
A S
1 -1
135 d. Estimation of Regression Coefficients
136 b=(XX)" Xy =(1,0,20,/23/2)and
137 P=1+2x, +1/2x +3/2x;.
138 e. Global Maximum of y
139 To obtain the global maximum )_c* of 2 , we will really on the variance
140 modulated technique (2) above. Thus,
_« (025
141 X = then
- 0.25
4. 0.1835 ) . (0.0407) . .
142 c_l=26’i g = and normalized to d = ;d d =1
= =1 (4.4955 0.9991
143 . in d( '(_* 4/ d 4 ((0.25 0.0407 I do=0
=mind(a (x + =d|a + =
poompaa s mee )iar =44 102s5) " 09991 )| ¥
144 2.7575+2.9962 p=0 = p" =-0.9203
145 x =X +p'd
146 f) A Check for Optimality
147 The minimum variance in table 1, is

148 x, =(0,-1,-1),d(x,,&”)=0.5789
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whiled(x",£") = 0.3954; therefore

Is d(x',8,") 2 d(x,,,£")?

No:  Stop £ is D-optimal

Thus, an exact N-point D-optimal design was obtained in the first iteration.

4. CONCLUSION

This continuous search technique has the capacity to obtain an N-point D-optimum exact

design of a response function, relying on the weighted variance approach within a feasible

region. This technique is very effective for obtaining optimal design in both block and non-

block experiments for a feasible region.
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Table 1: The table showing design points, gradient vector, variance and weighting factor at N= 4 design

APPENDIX

points in the feasible region.

Serial Design Points Gradient Vector | Variance Weighting Factor
(X, Xy, g =28 | (V) (6,)

1 2,2 2,8 0.8947 0.4034

2 -1,1 -1,5 0.7631 0.4731

3 -1,-1 -1, -1 0.5789 0.6237

4 1,-1 1, -1 0.7631 0.4735




